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between arbitrary pairs of points (with some limitation on length of path 
considered) can then be computed. The contention here is that removal of 
the average weak tie would do more "damage" to transmission probabilities 
than would that of the average strong one? 

Intuitively speaking, this means that whatever is to be diffused can reach 
a larger number of people, and traverse greater social distance (i.e., path 
length),1° when passed through weak ties rather than strong. If one tells 
a rumor to all his close friends, and they do likewise, many will hear the 
rumor a second and third time, since those linked by strong ties tend to 
share friends. If the motivation to spread the rumor is dampened a bit on 
each wave of retelling, then the rumor moving through strong ties is much 
more likely to be limited to a few cliques than that going via weak ones; 
bridges will not be crossed.ll 

Since sociologists and anthropologists have carried out many hundreds of 
diffusion studies-Rogers's 1962 review dealt with 506--one might suppose 
that the above claims could easily be put to test. But this is not so, for 
several reasons. To  begin with, though most diffusion studies find that 
personal contacts are crucial, many undertake no sociometric investigation. 
(Rogers [I9621 discusses this point.) When sociometric techniques are 
used, they tend to discourage the naming of those weakly tied to the 
respondent by sharply limiting the numbers of choices allowed. Hence, the 
proposed importance of weak ties in diffusion is not measured. Even when 
more sociometric information is collected there is almost never an attempt 
to directly retrace the exact interpersonal paths traversed by an (idea, 
rumor, or) innovation. &/lore commonly, the time when each individual 
adopted the innovation is recorded, as is the number of sociometric choices 
he received from others in the study. Those receiving many choices are 
characterized as "central," those with few as "marginal"; this variable is 
then correlated with time of adoption and inferences made about what paths 
were probably followed by the innovation. 

9 In a more comprehensive treatment it would be useful to consider to what extent a 
se t  of weak ties may be considered to  have bridging functions. This generalization 
requires a long, complex discussion and is not attempted here (see Harary et al. 1965, 
pp. 211-16). 

10 We may define the "social distance" between two individuals in a network as the 
number of lines in the shortest path from one to  another. This is the same as the 
definition of "distance" between points in graph theory (Harary et al. 1965, pp. 32-33, 
138-41). The exact role of this quantity in diffusion and epidemic theory is discussed 
by Solomonoff and Rapoport (1951). 

11 If a damping effect is not specified, the whole population would hear the rumor 
after a sufficiently large number of retellings, since few real networks include totally 
self-contained cliques. The effective difference Between using weak and strong ties, 
then, is one of people reached per unit of (ordinal) time. This could be called 
"velocity" of transmission. I am indebted to Scott Feld for this point. 
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The Strength of Weak Ties 

One point of controversy in diffusion studies can be related to my 
argument. Some have indicated that early innovators are marginal, that 
they "underconform to norms to such a degree that they are perceived 
as highly deviant" (Rogers 1962, p. 197). Others (e.g., Coleman, Katz, 
and Menzel [I9661 on the adoption of a new drug by doctors) find that 
those named more frequently adopt an innovation substantially earlier. 
Becker (1970) tries to resolve the question of whether early innovators 
are "central" or "marginal" by referring to the "perceived risks of adoption 
of a given innovation." His study of public health innovations shows that 
when a new program is thought relatively safe and uncontroversial (as with 
the drug of Coleman et al.), central figures lead in its adoption; otherwise, 
marginal ones do (p. 273). He explains the difference in terms of a greater 
desire of "central" figures to protect their professional reputation. 

Kerckhoff, Back, and Miller (1965) reach a similar conclusion in a 
different type of study. A Southern textile plant had been swept by "hys- 
terical contagion": a few, then more and more workers, claiming bites 
from a mysterious "insect," became nauseous, numb, and weak, leading to 
a plant shutdown. When the affected workers were asked to name their 
three best friends, many named one another, but the very earliest to be 
stricken were social isolates, receiving almost no choices. An explanation, 
compatible with Becker's, is offered: since the symptoms might be thought 
odd, early "adopters" were likely to be found among the marginal, those 
less subject to social pressures. Later, "it is increasingly likely that some 
persons who are socially integrated will be affected. . . . The contagion 
enters social networks and is disseminated with increasing rapidity" (p.  13).  
This is consistent with Rogers's comment that while the first adopters of 
innovations are marginal, the next group, "early adopters," "are a more 
integrated part of the local social system than the innovators" (1962, p. 
183). 

"Central" and "marginal" individuals may well be motivated as claimed; 
but if the marginal are genuinely so, it is difficult to see how they can ever 
spread innovations successfully. We may surmise that since the resistance 
to a risky or deviant activity is greater than to a safe or normal one, a larger 
number of people will have to be exposed to it and adopt it, in the early 
stages, before it will spread in a chain reaction. Individuals with many 
weak ties are, by my arguments, best placed to diffuse such a difficult in- 
novation, since some of those ties will be local bridges.12 An initially un- 

12 These individuals are what is often called, in organizational analysis, "liaison persons," 
though their role here is different from the one usually discussed. (Cf. the concept in 
graph theory of a "cut point3'-one which, if removed from a graph, disconnects one 
part from another [Harary 19651.) In general, a bridge has one liaison person on each 
side, but  the existence of a liaison person does not imply that  of a bridge. For local 
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